Distributed dimensionality reduction of industrial data based on clustering
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Abstract—Large amounts of data are produced in system operation, and how to extract effective information from these data has become an important research topic in the industrial application. Dimensionality reduction is a way to refine the data. Because of the low efficiency of the existing methods, these methods can’t discover the internal structure of the data. Regarding these problems, a distributed method of dimensionality reduction based on clustering is proposed, which includes the following steps: (1) Clustering the data into some small classes according to the similarity between the data variables; (2) reducing the dimension of data in a small class after being clustered respectively; (3) merging the data after being reduced dimension; (4) classifying the data after being merged by support vector machine (SVM). The data in the simulation is the test data, and the results show that the methods proposed in this paper are better than the existing dimensionality reduction methods.
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I. INTRODUCTION

With the large amount of industrial data generated, and how to extract effective information from exponential growth data has become more and more important. If it analysis the high dimensional data directly, it will be calculated in a large consumption and it is easy to ignore the internal structure of the data. If it can make a dimension reduction of the data before analyzing the data, it will reduce the amount of computation for data processing and it is easy to find the internal structure of the data. Dimensionality reduction is an important tool to extract effective information, and the major methods of dimensionality reduction include: traditional PCA [1], LDA [2], LLE [3], KPCA [4], multi-layer automatic encoder [5], MDS [6-7] and so on. Dimensionality reduction is an important step in data preprocessing, and it is always used in classification, regression [8], clustering [9] and other areas, for example data mining and pattern recognition.

In order to extract feature information from a large number of data effectively, reference [10] proposed a multi-layer encoder which the high-dimensional data mapping to low-dimensional space, and extract the important information effectively to complete the image reconstruction; reference [11] proposed a method of dimensionality reduction SNE, and this method used probability to measure the similarity of data points between high-dimensional and low-dimensional space, assuming that the probability distributions of the low-dimensional space and the high-dimensional are similar, and which used a KL distance to determine the similarity between the high-dimensional space and the low-dimensional space; reference [12] proposed an algorithm named as tSNE which is an improved algorithm for the “crowding” and optimization problems in the SNE algorithm, and replace the conditional probability with joint probability, improving the visualization effect of the data. However, these methods have some limitations, and it is only for a certain type of data. For example, the SNE and tsNE algorithms are only better for visualization in 2D or 3D space, and the calculation of this iterative algorithm is very large; PCA is performed well for the linear relationship, and can’t extract information for non-linear data; KPCA is good for non-linear data, but the calculation is so large, and so on.

In order to improve the efficiency of the existing dimensionality reduction methods, the paper proposed a distributed method of combine clustering and dimensionality reduction algorithm. The combination of inherited clustering and dimension reduction are mentioned in the literature [13], and the purpose of dimension reduction is clustering. Now, the clustering method is placed before the dimensionality reduction, and clustering can make the related information into one category, of course it also includes redundant information. The clustering can group related information into one category, of course it also includes redundant information. The algorithm clusters the data variables according to the similarity firstly, and the data is divided into \(k\) small class; then reduce the dimension of \(k\) small class data after being clustered respectively; and then merge the data after being reduced dimension; finally classify the merged data by SVM. Reference [14] had use the accuracy of classification as the standard for evaluating the effect of dimensionality reduction, and the different dimensionality reduction methods [15] have a great influence on the accuracy of classification. Finding valid combinations from different clustering and dimensionality reduction algorithms, and make the effect is remarkable. The results of simulation show that the methods proposed in this paper are more effective compared with the existing methods of dimensionality reduction.

The rest of this paper is organized as follows. In Section 2, we raised the question, and introduced the detailed process of the algorithm and evaluation method SVM of dimensionality reduction. The numerical simulation and result analysis are
COMPUTATION WILL BE REDUCED GREATLY.

EXPRESSED IN LOW-DIMENSIONAL SPACE, THE AMOUNT OF INCREASES EXPONENTIALLY. IF THE HIGH DIMENSIONAL DATA CAN BE EXPRESSED IN LOW-DIMENSIONAL SPACE, THE AMOUNT OF COMPUTATION WILL BE REDUCED GREATLY.

NOW, IT IS EXIST M COLUMN DATA \( \{X_1, X_2, \cdots, X_m\} \), AND \( X_i = [x_{i1}, x_{i2}, \cdots, x_{in}]^T \) \( i = 1, 2, \cdots, m \). WHICH M INDICATES THE NUMBER OF DATA VARIABLES, AND N INDICATES THE NUMBER OF SAMPLES. IN ORDER TO FIND THE STRUCTURE OF HIDDEN IN LOW-DIMENSIONAL FROM HIGH-DIMENSIONAL SPACE, AND IT IS REDUCE THE DIMENSION OF M COLUMN DATA, EXTRACTING THE EFFECTIVE INFORMATION. TAKING THE CLASSIC PCA ALGORITHM AS AN EXAMPLE, NOW IT WILL INTRODUCE THE PROCESS OF DATA DIMENSION REDUCTION DIRECTLY.

INPUT: SAMPLE SETS \( \{X_1, X_2, \cdots, X_m\} \), THE DIMENSION OF LOW DIMENSION SPACE D;

1. CENTRALIZING TO ALL DATA POINTS, AND CALCULATE THE MEAN OF EACH COLUMN AND EACH NUMBER SUBTRACTS THE MEAN \( x_i = x_i - \frac{1}{n} \sum_{i=1}^{n} x_{ij} \). X_i IS THE DATA OF N ROW AND M COLUMN. AFTER THE CENTRALIZATION, THE MATRIX BECOMES \( \tilde{X} \).

2. CALCULATING THE COVARIANCE MATRIX \( \tilde{X}^T \tilde{X} \) OF THE SAMPLE ACCORDING TO THE FORMULA;

3. THEN THE COVARIANCE MATRIX \( \tilde{X}^T \tilde{X} \) ARE FEATURE DECOMPOSITION;

4. TAKING THE FEATURE VECTOR OF CORRESPONDING TO THE NUMBER OF D LARGEST EIGENVALUE, AND THE RESULTING MATRIX OF FEATURE VECTOR IS \( W = [w_1, w_2, \cdots, w_d] \) \( 1 < d < m \), AND EACH VECTOR OF THE LOW DIMENSION MATRIX W ARE REPRESENTED BY \( w_i = [w_{i1}, w_{i2}, \cdots, w_{im}]^T \), \( i = 1, 2, \cdots, d \).

OUTPUT: LOW DIMENSIONAL OUTPUT \( Y = X \times W \).

THE TRADITIONAL PCA ALGORITHM IS USED TO ALLEVIATE THE "DIMENSIONALITY DISASTER" PROBLEM, AND THE PCA ALGORITHM MAPS M DIMENSION FEATURES TO THE D DIMENSION SPACE \( (d < m) \). THE PCA ALGORITHM IS PROJECTED X INTO Y THROUGH A LINEAR TRANSFORMATION MATRIX W, AND THE VECTORS OF Y ARE IRRELEVANT TO BETWEEN EACH OTHER, SO THAT THE INFORMATION BETWEEN ANY TWO PRINCIPAL COMPONENTS DOES NOT OVERLAP.

B. THE IMPLEMENTATION STEPS

THE ALGORITHM PROPOSED IN THIS PAPER COMBINES CLUSTERING AND DIMENSION REDUCTION ALGORITHMS, AND IMPROVE THE EFFICIENCY BY COMBINING THE TWO KINDS OF ALGORITHM. SPECIFIC IMPLEMENTATION STEPS ARE AS FOLLOWS:

1. CLUSTERING THE VARIABLE OF M COLUMN DATA, AND CLASSIFY THE M COLUMN DATA INTO K SMALL CLASS ACCORDING TO DIFFERENT STANDARDS. CLUSTERING IS TO BRING TOGETHER DATA VARIABLES WITH LARGE SIMILARITY, AND CLUSTERING METHODS USED IN THIS PAPER ARE K-MEANS AND HIERARCHICAL CLUSTERING.

2. REDUCING THE DIMENSION OF THE DATA AFTER BEING CLUSTERED INTO K SMALL CLASS RESPECTIVELY. IN THIS PAPER, THE SIMULATION METHODS WHICH USED TO REDUCE THE DIMENSION HAVE PCA, LDA, KPCA, AND SO ON;

3. MERGING THE K SMALL CLASS DATA AFTER BEING REDUCED DIMENSIONALITY, AND THE NUMBER OF ROWS IS THE SAME AND THE NUMBER OF COLUMNS IS REDUCED;

4. CLASSIFYING THE MERGED DATA BY SVM, AND THE GENERAL FLOW CHART IS SHOWN IN FIGURE 1.

\[
\begin{align*}
\text{Start} & \quad \text{Input Data} \quad \text{Variable Clustering} \quad \text{Dimensionality Reduction} \quad \text{Merged} \\
\text{Row Data} & \quad \text{The Number Of K Sets} \quad \text{K Matrix Y} \quad \text{Classification} \quad \text{SVM} \quad \text{Merged Matrix Y} \\
\text{End} &
\end{align*}
\]

FIG.1. FLOW CHART

THERE, IT WAS BE A M COLUMN OF DATA ACCORDING TO THE ABOVE ALGORITHMS FOR DIMENSIONALITY REDUCTION, AND THE M COLUMN OF DATA IS REPRESENTED BY \( \{X_1, X_2, \cdots, X_m\} \). VARIABLE CLUSTERING IS PERFORMED ON THE M COLUMN DATA \( \{X_1, X_2, \cdots, X_m\} \). AFTER BEING CLUSTERED INTO K SMALL CLASS, AND EACH CLUSTER IS REPRESENTED BY SET \( C_i, i = 1, 2, \cdots, k \). THE FIRST SMALL CLASS IS EXPRESSED BY \( C_i = \left\{ \begin{array}{c} x_{i1}^1, x_{i2}^1, \cdots, x_{id}^1 \\ \vdots \\ x_{i1}^k, x_{i2}^k, \cdots, x_{id}^k \end{array} \right\} \), AND THE kTH SMALL CLASS IS EXPRESSED BY \( C_k = \left\{ \begin{array}{c} x_{k1}^1, x_{k2}^1, \cdots, x_{kd}^1 \\ \vdots \\ x_{k1}^k, x_{k2}^k, \cdots, x_{kd}^k \end{array} \right\} \). THEN THESE K SMALL CLASS DATA \( C_i \) ARE DIMENSIONALLY REDUCED RESPECTIVELY, AND THE DATA AFTER BEING DIMENSIONALITY REDUCTION ARE EXPRESSED BY \( Y_i \) RESPECTIVELY. THE SPECIFIC DATA STRUCTURE SHOWN IN FIGURE 2.

THE TOTAL DIMENSION REMAINS UNCHANGED AFTER BEING CLUSTERED, SO \( \sum_{i=1}^{k} d_i = m \). THE DIMENSION AFTER BEING REDUCED DIMENSIONALITY IS SMALLER THAN THE DIMENSION OF THE DATA AFTER BEING CLUSTERED CORRESPONDING, AND \( a_i < d_i, i = 1, 2, \cdots, k \).

THEN MERGING THE K VARIOUS TYPES OF DATA AFTER BEING REDUCED
vector machine SVM sorts the data being reduced dimensionality directly or the proposed method. The accuracy of classification is used to judge the effect of dimensionality reduction. The data after being reduced dimensionality as an input data of SVM, and the label of the original data is tagged as the category label of SVM. The number of row after being reduced dimensionality has not changed, and the dimension of column is reduced. Each row still represents a data point, and every column represents a variable. By finding an optimal hyperplane, the distance between the data points and the hyperplane is maximized, and to achieve the effect of two categories. If it is a linear inseparable situation, the SVM needs to map low-dimensional data to high-dimensional space, and the linear discriminant function then divides the feature space into two regions by a hyperplane. Assuming that the data points are represented by \( x_i \), and the data labels are represented by \( y_i \), and \( y_i \in \{-1,1\} \). Finally all data points are divided into two categories. The hyperplane equation is represented by \( w^T x_i + b = 0, i = 1,2,\cdots, n \). Assuming the function

\[
g(z) = \frac{1}{1 + e^{-z}}
\]

Now it substitutes \( z = w^T x + b \) for the formula (1), when \( h_{w,b}(x) = g(w^T x + b) \). When the function result \( h_{w,b} \) after \( x_i \) being put into the equation is equal to zero, it is the corresponding \( x_i \) is on the hyperplane. And hope that the model achieves the training goal when \( z \geq 0 \); On the contrary, \( y = -1 \). It is assumed that the functional \( h_{w,b} \) makes a simplification, and maps it to -1 to 1 simply.

\[
h_{w,b} = \begin{cases} 
1, & w^T x + b \geq 0 \\
-1, & w^T x + b < 0
\end{cases}
\]

It needs to be calculated \( w \) and \( b \). When new data points appear, they can be sorted directly. How to optimize \( w \) and \( b \) , it is a key step in supporting vector machine SVM.

Here define the geometric spacing of the points to the hyperplane as margin \( \gamma = \frac{w^T x + b}{\|w\|} = \frac{g(x)}{\|w\|} \), \( \gamma \) is symbolic. What we need here is the absolute value of \( \gamma \), and need to multiply the corresponding category \( y \),

\[
\gamma y = \frac{y(w^T x + b)}{\|w\|} = \frac{yg(x)}{\|w\|}.
\]

The distance between the data points and the hyperplane should be maximized, and find the minimum value from all margins, \min \gamma_i \ i = 1,2,\cdots, n \). Taking into account the geometric spacing of the \( n \) data points, and defines the margin as the minimum value for margin of all data points. Finally it is optimize the hyperplane by maximizing the margin. As Figure 3 shown, for example in the two dimension plane, the middle yellow line indicates the optimal hyperplane, and the two lines on both sides are the distance lines. It is need that the interval between two lines is maximized. Because these data points are linearly separable in high
dimension space, so it can use a line to separate the data points. The line represents the optimal hyperplane. And the two lines are just satisfy with the formula \( |y(w^Tx + b)| = 1 \), and the purpose is to make the distance between the two lines as large as possible.

Here it can change the problem of optimize \( w \) and \( b \) into convex optimization problem by introducing the Lagrangian multiplier \( \alpha \). The Lagrangian function can be used to fuse the constraints into the objective function. The objective function is a formula (3):

\[
L(w, b, \alpha) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{n} \alpha_i (y_i(w^T x_i + b) - 1)
\]

Through the training set, finding out the optimal hyperplane and the corresponding parameters \( w \) and \( b \). Then the data points can be classified. After all the data points are being classified, then calculate the number of data points that are sorted correctly. The classification accuracy is defined as:

\[
\text{The accuracy} = \frac{\text{The number of data correctly classified}}{\text{The number of all test data}}
\]

According to the level of accuracy, and evaluate the effect of the dimensionality reduction. If the accuracy of algorithm proposed in this paper is more than the method of dimensionality reduction directly, indicating that the method is valid. On the contrary, the efficiency of dimensionality reduction has not improved.

III. NUMERICAL SIMULATION AND ANALYSIS

A. Databases

The data sets used in this paper are Heart scale, Vote and German. Where the first is common test data sets in SVM, and the last two are from the dataset UCI (University of California Irvine). The UCI database is a database for machine learning at the University of California, Irvine. The database currently has a total of 187 data sets. The UCI dataset is a standard test data set commonly. The size of the three datasets are 270×13, 453×16, and 1000×24. The datasets used in this article are tagged data sets for easy testing.

B. Data clustering results

The number of clusters in this algorithm has a great influence on the effect of dimensionality reduction. Because the clustering algorithms used in this paper are k-means and hierarchical clustering algorithm, the initialization center point of k-means algorithm has a great effect on dimensionality reduction. After several simulations, the number of cluster in this paper is taken as two or three in this paper.

C. Evaluation of Data Dimension Reduction

The first two thirds of the general data set are used to train the support vector machine, and one third of the data is used for testing. The data are being dimensionality reduction and the accuracy of classification is calculated, and then calculate the accuracy of classification which the algorithm proposed in this paper. And the two are compared. In the Table I, Table II and Table III below, the first column percentage indicates the accuracy of the classification of the data after being reduced dimensionality directly, and the second column and the fourth column represent the accuracy of combination of different clustering algorithms and dimensionality reduction. The third column and the fifth column represent the increment of the corresponding method. The clustering algorithms used in this paper are k-means and hierarchical clustering algorithm, and the dimensionality reduction algorithms are PCA, KPCA, MDS, LDA, SNE and tSNE. Two kinds of clustering algorithms and six kinds of dimensionality reduction algorithms are matched respectively, and three data sets were analyzed respectively, comparing the accuracy of data directly dimensionality reduction and the method proposed in this paper.

<table>
<thead>
<tr>
<th>Dimension Reduction</th>
<th>Clustering</th>
<th>PC</th>
<th>KPCA</th>
<th>MDS</th>
<th>LDA</th>
<th>SNE</th>
<th>tSNE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k-means</td>
<td>85.0%</td>
<td>82.5%</td>
<td>85.0%</td>
<td>76.0%</td>
<td>84.2%</td>
<td>83.3%</td>
</tr>
<tr>
<td></td>
<td>Increment</td>
<td>1.7%</td>
<td>1.7%</td>
<td>1.7%</td>
<td>5.6%</td>
<td>-0.9%</td>
<td>-0.8%</td>
</tr>
<tr>
<td></td>
<td>Hierarchical clustering</td>
<td>85.0%</td>
<td>85.0%</td>
<td>81.6%</td>
<td>84.2%</td>
<td>85.0%</td>
<td>85.0%</td>
</tr>
<tr>
<td></td>
<td>Increment</td>
<td>2.5%</td>
<td>0%</td>
<td>5.6%</td>
<td>0%</td>
<td>1.7%</td>
<td>0%</td>
</tr>
</tbody>
</table>

As can be seen from Table I, for the data set Heart scale data, the MDS and PCA are better than other dimensionality reduction. The accuracy of the combination of LDA and k-means, hierarchical clustering algorithms are increase 5.6% and 5.0% respectively. Compared with other dimensionality reduction methods, that the methods of combination the clustering and dimensionality reduction are better performance, and the accuracy of the algorithms have been improved in the paper.

As can be seen from Table II, for the data set Vote, the accuracy of the combination of KPCA and hierarchical clustering algorithm has improved 2.8%, and the accuracy of the combination of KPCA and k-means algorithm has improved 3.5%. For this data set Vote, the combination of Kmeans and KPCA is a superior to the combination of hierarchical clustering and KPCA. In this paper, the accuracy of other algorithms proposed in this paper compared with
other dimensionality reduction algorithms directly, the percentages have been improved.

### TABLE II. THE ACCURACY OF DATA SETS VOTE

| Dimension Reduction | Clustering          |  |  |  |  |
|----------------------|---------------------|  |  |  |  |
|                      | k-means Increment   | Hierarchical clustering | Increment |
| PCA                  | 85.5%               | 86.9% | 1.4% | 87.6% | 2.1% |
| KPCA                 | 85.5%               | 89.0% | 3.5% | 88.3% | 2.8% |
| MDS                  | 85.5%               | 87.6% | 2.1% | 87.6% | 2.1% |
| LDA                  | 82.1%               | 84.8% | 2.7% | 84.8% | 2.7% |
| SNE                  | 86.7%               | 87.7% | 1.0% | 87.5% | 0.8% |
| tSNE                 | 87.8%               | 89.6% | 1.8% | 89.0% | 1.2% |

As can be seen from Table III, the combination of MDS algorithm and different clustering algorithms have a better effect. Both the percentages of the two algorithms in this paper are increased by 16.9% in this paper. Other the accuracy of the algorithm in this paper compared to other dimensionality reduction directly did have improved.

### TABLE III. THE ACCURACY OF DATA SETS GERMAN

| Dimension Reduction | Clustering          |  |  |  |  |
|----------------------|---------------------|  |  |  |  |
|                      | k-means Increment   | Hierarchical clustering | Increment |
| PCA                  | 70.7%               | 72.5% | 1.8% | 72.8% | 2.1% |
| KPCA                 | 70.7%               | 71.2% | 0.5% | 71.2% | 0.5% |
| MDS                  | 70.7%               | 87.6% | 16.9% | 87.6% | 16.9% |
| LDA                  | 69.2%               | 72.5% | 3.3% | 72.8% | 3.6% |
| SNE                  | 70.7%               | 76.0% | 5.3% | 76.6% | 0.9% |
| tSNE                 | 70.7%               | 73.1% | 2.4% | 73.4% | 2.7% |

In the course of the experiment, the number of clustering plays a significant role in the effect of classification. After several tests, the number of clustering can’t be too large. If the choice is too large, the classification will be wrong. As can see from the three tables, the almost all combinations of clustering algorithms and dimensionality reduction have improved the efficiency for different data sets.

IV. CONCLUSION

In this paper, we proposed a method of combining dimensionality reduction algorithms and clustering algorithms with the aim of improving the accuracy of classification. It is more effective in analyzing the internal structure of data. The methods proposed in this paper have clustering the variables through the similarity of the data firstly, and converts variables into small class with high similarity, and the variables are separated with low similarity. And then the dimension of the data after being clustered was reduced respectively. The data after being reduced dimensionality are being merged. Finally, the merged data are classified by SVM. The validity of the algorithm is judged by the accuracy of classification. In the existing research, the methods of clustering algorithms and dimensionality reduction algorithms are so many. Finding effective combinations from the combination of numerous methods of dimensionality reduction and clustering methods is a research work furtherly, and find the effective combination method for adapting linear and nonlinear data respectively.
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